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Abstract Predicting the fate of subsea hydrocarbon gases escaping into seawater is complicated by
potential formation of hydrate on rising bubbles that can enhance their survival in the water column,
allowing gas to reach shallower depths and the atmosphere. The precise nature and influence of hydrate
coatings on bubble hydrodynamics and dissolution is largely unknown. Here we present high-definition,
experimental observations of complex surficial mechanisms governingmethane bubble hydrate formation and
dissociation during transit of a simulated oceanic water column that reveal a temporal progression of deep-sea
controlling mechanisms. Synergistic feedbacks between bubble hydrodynamics, hydrate morphology, and
coverage characteristics were discovered. Morphological changes on the bubble surface appear analogous to
macroscale, sea ice processes, presenting new mechanistic insights. An inverse linear relationship between
hydrate coverage and bubble dissolution rate is indicated. Understanding and incorporating these phenomena
into bubble and bubble plume models will be necessary to accurately predict global greenhouse gas budgets
for warming ocean scenarios and hydrocarbon transport from anthropogenic or natural deep-sea eruptions.

1. Introduction

Vast quantities of methane and other hydrocarbon gases exist in seabed sediments on continental margins
and in deep, subsea hydrocarbon reservoirs that, if released, could significantly increase global atmospheric
greenhouse gas budgets [Hunter et al., 2013; Zhang et al., 2011]. Released rapidly with oil, they impact
deep-sea hydrocarbon transport into multiple ecosystems [Fischer et al., 2013; Jernelöv, 2010; Thibodeaux
et al., 2011].

Predicting global and regional impacts of methane and other natural gas components escaping from the
seabed into deep-sea environments by natural or anthropogenic means currently is constrained by
uncertainties in deep-sea bubble processes [Solomon et al., 2009]. For example, a field experiment
demonstrated that deep-sea methane bubbles can become gas hydrate coated, dramatically enhancing
survival, potentially allowing methane to reach surface waters and the atmosphere [Rehder et al., 2009]. That
study only could posit a simplistic and seemingly nonphysical mechanism to explain the observed bubble
rise velocities and decreased dissolution rates within the hydrate stability field (HSF). Details of underlying
mechanisms associated with hydrate formation and stability on freely rising bubbles were unknown,
preventing derivation and validation of the gas dissolution kinetics that govern bubble mass loss
and transport.

Bubble dissolution kinetics are impacted by surface and trajectory oscillations and the flow field of the
bubble [Clift et al., 1978]. However, most laboratory investigations of hydrate on hydrocarbon bubbles have
been limited to quiescent systems or where natural bubble motions are mechanically restricted [Gumerov
and Chahine, 1998; Li et al., 2013; Sun et al., 2007]. A notable exception is the seminal work by Maini and
Bishnoi [1981]—with further details in Topham [1984]—where rising methane and natural gas bubbles in
the range of 0.8 to 2.7 cm diameter were stabilized by a countercurrent saltwater flow, under deep-sea
conditions, in a high-pressure, vertical water tunnel. Surficial hydrate formation and hydrate particle
shedding were observed. A “rather naïve theoretical model” [Topham, 1984] was proposed to obtain
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order-of-magnitude parameterizations of hydrate bubble processes in the HSF. More recent work on
swarms of a few, small bubbles (≤ 3mm diameter) in a water tunnel has indicated that a hydrate shell
can exhibit different morphological features as it forms and decomposes [Chen et al., 2013]; however,
clear mechanistic details were not obtained. Only a few in situ experiments have been performed on
rising hydrocarbon bubbles, from which speculative models were postulated. Details of bubble hydrate
formation and decomposition mechanisms either were not obtained [Rehder et al., 2002, 2009] or
were obtained only for large (~5 cm diameter) bubbles that rapidly formed and shed hydrates from
their trailing edge [Topham, 1978]. Such large bubbles are not commonly formed from natural seeps
[Leifer, 2010].

Herein, we present results from high-speed, high-resolution video of a single rising methane bubble
under deep-sea conditions that not only capture the thermodynamic and kinetics of hydrate formation
and decomposition on the rising bubble in unprecedented detail but also elucidate the relationship between
bubble hydrodynamics and hydrate morphology for the first time. These results were obtained from
observations of a single methane bubble, surrounded and stabilized by a vertical, countercurrent flow of
water in the high-pressure water tunnel facility (HWTF) at the National Energy Technology Laboratory.

2. Methods
2.1. Bubble Observation in the HWTF

Descriptions of the HWTF and its prior use with CO2 have been published [Haljasmaa, 2006; Warzinski et al.,
2008]. It is similar in design and scale to the tunnel ofMaini and Bishnoi [1981] and uses a countercurrent flow
of water, divergent conical inserts, and custom flow conditioning elements to stabilize a bubble, drop, or
particle away from the vessel walls and near the center of a windowed viewing section (VS). The structuring
of the water flow in the VS enabled extended observation of bubble motion during hydrate formation and
subsequent decomposition as pressure was decreased. Turbulence intensity in the VS of the HWTF can reach
10% at maximum pump speed (~ 37 L/min); however, Moo-Young et al. [1971], in a similar, low-pressure
device, noted little effect on expected air bubble shapes and rise velocities, the latter being a sensitive
indicator of bubble hydrodynamics. Likewise, the design of the flow conditioning elements in the HWTF
allows a bubble, drop, or particle of up to ~20mmdiameter to have sufficient freedom to permit a measure of
natural hydrodynamics, in particular, lateral path and shape oscillations.

The experiment reported here involved detailed observations of a single pure methane bubble (99.99%) in
fresh water prepared by reverse osmosis. The experimental temperature was 8.8 to 8.9°C. The water in the
HWTF contained dissolved methane at a concentration of 0.0021 mol fraction. Elevated dissolved gas
concentrations are thermodynamically required for initial hydrate formation on a bubble surface [Anderson
et al., 2012]. Thermodynamic calculations, based on experimental data by Lu et al. [2008], which recently were
validated in a review by Tsimpanogiannis et al. [2014], indicate that the equilibrium methane concentration
for hydrate formation at the initial conditions of our experiment (8.8°C, 6.59MPa) was 0.0018 mol fraction,
similar to a MultiFlash multiphase equilibrium calculation value of 0.0017. Therefore, the HWTF was ~20%
supersaturated at the beginning of this experiment. For comparison, the methane solubility in water at 8.8°C,
101.3 kPa is 0.000036 mol fraction [Gevantman, 2012].

The experiment involved three phases (see Figure 1). During Phase 1, methane was injected at constant
pressure into an inverted cup in the HWTF to form a bubble of ~1 cm diameter just within the HSF at
6.59MPa (all experimental pressures are referenced to gauge). Phase 2 started at bubble release from the
cup (236 s), which occurred while increasing pressure to 10.03MPa to promote hydrate shell formation.
During Phase 3, the pressure was reduced 0.14MPa every 60 s, which approximates the bubble’s natural rise
velocity. Longer intervals between pressure reductions were used when the bubble moved out of view in
the HWTF, while shorter intervals were used as pressure approached the thermodynamic vapor/liquid/
hydrate (VLH) phase equilibrium point. Water velocity in the VS was determined with a high-pressure
ultrasonic flow meter (Siemens Controlotron Model 1011FTN) and verified with a calibrated custom pitot
tube [Lynn et al., 2014]. The bubble rise velocity was the inverse of the countercurrent flow velocity that
stabilized the bubble in the viewing window of the VS. A Vision Research Phantom v341 camera was used to
record both continuous high-definition (720 × 480, 30 fps) video of the bubble and high-speed, high-
definition (2560 × 1680 at 1000 fps) video clips.
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2.2. Hydrate Coverage

The hydrate coverage values shown in Figure 1 were obtained using a trainable segmentation technique
[Arganda-Carreras et al., 2013] to recognize hydrate on the bubble interface. The hydrate-covered and
hydrate-free fractions of the bubble surface then were determined with the ImageJ image processing
program [Schneider et al., 2012]. Additional details and data are in the supporting information Text01 file.

2.3. Dissolution Rate

Bubble dissolution (i.e., shrinkage) rates are reported as the rate of change in equivalent spherical radius, Re.

The bubble is treated as an oblate spheroid for which Re¼ 3 ffiffiffiffiffiffiffi
a2b

p
, where a is the major radius and b is the

minor radius, and the major radius is assumed symmetric about the minor axis. Time-averaged bubble size
and shape were determined based on averaging the two-dimensional bubble edge location using 100
sequential high-definition (30 fps) video frames that fully contain the bubble. A custom National Instruments
LabVIEW virtual instrument was written to automate the process.

Individual depressurization time steps in Phase 3 were too short for the determination of dissolution rate at
each step; however, comparative dissolution rates were determined for several series of individual
depressurization steps by applying a density correction for pressure-induced expansion of the bubble, which
is reported at the average pressure and temperature for each depressurization phase. Three dissolution rates
were determined during Phase 3 using this correction. The correction also was used for the two dissolution
rates that were determined at constant pressure during Phase 2; however, the effect was negligible. Gas
density was calculated using Multiflash (Infochem) software and the system pressure and temperature.
Additional details and data are in the supporting information Text01 file.

Figure 1. Observed hydrate morphology and rise velocity as a function of time, t, for a varying pressure cycle showing methane bubble hydrate shell formation and
decomposition. At t = 0, the first of 68 small (~0.3 cm diameter) methane bubbles was introduced into a small inverted cup in the high-pressure water tunnel facility
that rapidly coalesced to form a bubble of ~1 cm equivalent spherical diameter. The pressure scale is inverted to correspond to depth (1MPa≈ 100m depth). The small
inset chart expands the region of initial hydrate formation. Gaps in rise velocity, i.e., no dashed line indicate intervals when the bubble moved out of view. The black
horizontal dashed line indicates the thermodynamic vapor/liquid/hydrate equilibrium pressure of 6.40MPa at 8.9°C [Sloan and Koh, 2008]. The hydrate stability field is at
pressures greater than this. (a–k) Bubble images correspond to experimental times noted by lettered circles on the pressure trace. Larger, high-resolution versions of
these and additional images are in the supporting information. Shown below each image are 1 mm scale bars. Arrow in Figure 1d indicates the equatorial region with
thickened hydrate. Percentage of hydrate surface coverage is noted near Figures 1f, 1g, 1h, and 1i. Experimental Phases 1, 2, and 3 also are indicated; see text for details.
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3. Experimental Observations
3.1. Hydrate Formation

Figure 1 shows an absence of hydrate during
methane introduction into the bubble cup in
Phase 1. After release (Phase 2), the bubble
rapidly accelerated to a rise velocity of
20.7 cm/s (Figure 1). The hydrate-free bubble
had a definite oscillatory motion
accompanied by a surface wave that
propagated around the bubble interface.
Visible hydrate formation occurred after an
onset time of 481 s (224 s after increase to
10.03MPa), in agreement with onset time
observations for deep-sea methane bubbles
[Rehder et al., 2009]. Initial hydrate formation
manifested as discrete clusters floating and
growing on the bubble surface (Figure 1a
and Figures SI-F1 and SI-F2 in the supporting
information), which become more
concentrated on and below the bubble’s
equatorial region. This surficial spatial
distribution is consistent with the stagnant
cap, bubble surfactantmodel where the flow
constrains surficial materials to the
downstream hemisphere [Johnson and
Sadhal, 1985; Sadhal and Johnson, 1983].
Furthermore, hydrate formation typically

occurs at a localized, gas-saturated water interface [Sloan and Koh, 2008], which is strongest in the recirculation
zone of the downstream pole area where the turbulent wake begins (Figure 2). The disconnected clusters had
no obvious effect on the oscillatory motion of the bubble or the manifestation of the surface wave (Video SI-V1
and Video Animation SI-V2 at 485 s and 486 s in the supporting information).

The clusters grew for ~22 s and then fused within 2 s into a thin hydrate shell surrounding the bubble
(Figures 1b and 1c and Figures SI-F3 and SI-F4, Video SI-V1 at 22 through 26 s, and Video Animation SI-V2
at 489 s and 495 s in the supporting information). The entire hydrate formation process is captured in
Video SI-V1 in the supporting information. Upon shell formation, the bubble became more oblate, surface
oscillations were highly dampened, and a lateral, side-to-side, rocking motion ensued. These changes
resulted in an abrupt 6% decrease in rise velocity (Figure 1 inset: Point c). Similar shape and drag
differences have been observed for bubbles with and without a hydrate shell, however, without
mechanistic details [Sato et al., 2013].

As the shell thickened, small hydrate particles began shedding (Video Animation SI-V2 at 495 s and 510 s in
the supporting information). The initial hydrate shell morphology was uneven, especially near the equator
(Figures 1c and 1d and Figures SI-F4 – SI-F6 in the supporting information). However, within ~180 s, the shell
became more uniform and shedding ceased (Video Animation SI-V2 at 827 s in the supporting information).

Cracks appeared in the hydrate shell within 25 s of initial hydrate formation. Correlation between surface
flexing and oscillations suggests a role in hydrodynamic forcing related to these oscillations on the shell that
caused cracks to open and close (Video Animation SI-V2 at 510 s and 827 s in the supporting information).
These cracks are hypothesized to play a role, potentially important, in bubble gas exchange.

Dissolution rates before and after hydrate formation, expressed as the change in the equivalent
spherical radius of the bubble, decreased from 0.94 ± 0.05μm/s to 0.22 ± 0.01μm/s, in general agreement
with open ocean observations [Rehder et al., 2009]. More important than the absolute values, these data
and video observations demonstrate unequivocally that hydrate shell formation causes the dissolution
rate decrease.

Figure 2. Schematic of bubble plume hydrodynamics and related
dynamic hydrate morphology observed on a rising methane bubble.
The development of newmodels to predict the fate of hydrate-covered
bubbles in deep sea or similar environments must consider the hydro-
dynamic (orange text), morphological (red text), mass transfer (blue
text), and thermodynamic (green text) aspects shown in this figure.
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3.2. Depressurization and Hydrate Dissociation

During depressurization in Phase 3 (t> 1509 s), the hydrate is expected to dissociate as methane solubility in
water in the presence of hydrate increases as the VLH equilibrium pressure is approached [Lu et al., 2008].
Decompression stresses due to gas expansion also affect the hydrate shell [Chen et al., 2013; Maini and
Bishnoi, 1981], leading to increased cracking and separation of the shell into distinct, plate-like structures
(Figure 1e and Figures SI-F7 and SI-F8 in the supporting information). These plates were similar in size to the
fused hydrate clusters in the initial shell (Figures 1b and 1c and Figures SI-F3 and SI-F4 in the supporting
information). The dissolution rate declined to 0.14 ± 0.01μm/s, likely due to the lack of surface shedding.

Further depressurization was accompanied by additional morphological changes that to the best of our
knowledge have not been heretofore predicted or observed. These changes in hydrate morphology were
accompanied by dramatic changes in rise velocity, which, as noted, is a sensitive indicator of bubble
hydrodynamics. Foremost was the separation (Figure 1f and Figure SI-F9 in the supporting information) and
free movement (Video Animation SI-V2 at t ≥ 1751 s in the supporting information) of hydrate plates,
especially on the upper hemisphere, which exposed more hydrate-free bubble interface than simple cracks.
Consequently, surface mobility was observed to increase in tandem with the increase in rise velocity
(Figure 1). The expression of increased surface mobility also manifested in increased surface oscillations,
including the surface wave previously noted. Increased surface oscillation contributed to fragmentation of
the large, closely packed plates, especially in the equatorial region (Figure 1g and Figures SI-F10 – SI-F17
in the supporting information) through plate collision and abrasion, which also increased the morphological
relief of the plates. Eventually, few large plates remained and the downstream hemisphere was
populated mostly by smaller plates that were more loosely packed (Figure 1h and Figures SI-F18 and SI-F19
in the supporting information). At this point, rise velocity returned to values similar to those of the
original, hydrate-free bubble. The average dissolution rate increased to 0.30 ± 0.01μm/s during the
depressurization steps from 2223 to 2745 s as free-gas areas were exposed on the bubble.

At 7.14MPa, a data gap (2745–3265 s) occurred when the bubble moved out of the viewing window of
the VS. Pressure was held constant during this interval. After the gap, the smaller plates in Figure 1h were
visually thinner, exhibited less relief, and were more dispersed over the bubble surface (Figure 1i and
Figures SI-F20 and SI-F21 in the supporting information). At this point, bubble rise velocity was similar to
that of the final hydrate-free bubble (Figure 1k and Figure SI-23 in the supporting information). Hydrate
coverage with partial plate coverage (Figures 1f, 1g, 1h, and 1i) was significantly less than 100% and likely
dependent on both the collision/abrasion caused by the hydrodynamic motion and the thermodynamic
impacts on the morphological phase rather than simply decreasing with time.

As the VLH pressure was approached, the thin plates rapidly disappeared (Figure 1j and Figure SI-F22 in the
supporting information) until no visual evidence of hydrate remained (Figure 1k and Figure SI-F23 in the
supporting information). The dissolution rate at this point was 0.84 ± 0.03μm/s, close to the original hydrate-
free bubble, considering that the bubble size had changed during the course of the experiment. The
experiment lasted slightly more than 1 h, comparable to the longer-lived field bubbles in Rehder et al. [2009].

4. New Insights for Bubble and Bubble Plume Modeling

The hydrate morphological changes captured in these data and their effect on bubble hydrodynamics and
mass transfer build on previous lower fidelity observations. Specifically, the far higher fidelity observed
here enabled more definitive elucidation of the complex controlling mechanisms than previously
postulated. For example, models have been proposed to describe observations that surficial hydrate
reduces, but does not halt, mass transfer through the hydrate-covering skin. Mori [1998] reviewed eight
explicit models for hydrate films that he classified according to three basic assumptions causing the
apparent permeability of the hydrate film: (1) the film being described as diffuse colloidal suspensions in
one or more layers; (2) the film being perforated by holes, gaps, or other shapes; or (3) the film consisting of
a layer of sedimented hydrate particles. Available hydrate morphology data could not validate any of
these assumptions. Our direct observations of dynamic cracks in a hydrate shell (Figures 1c and 1d) confirm
the second assumption. Such cracks provide a mechanism for enhancing mass exchange for hydrate-coated
bubbles, even deep within the HSF, and are consistent with dynamics observed in sea ice [Smith, 2000],
suggesting analogous characteristics.
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More importantly, these results provide newmechanistic insights into the relationship between surficial bubble
hydrate and hydrodynamics, i.e., hydratemorphological changes (continuity, thickness, flexibility, etc.) and their
impact on surface tension and mobility, manifested in, among other aspects, rise velocity. Also, the role of
surface oscillations on hydrate fracturing and fragmentation, especially during depressurization, is an important
new insight. Again, sea ice exhibits similar morphological features [Smith, 2000] (captions of Figures SI-F6, SI-F7,
SI-F9, SI-F10, and SI-F20 in the supporting information) and responds similarly to mechanical stresses of wave
motion [Shen et al., 2004]. Not only do our observations validate speculative models assuming a “loose
assembly” of hydrate crystals due to depressurization and hydrodynamic effects [Topham, 1984], but more
importantly, they show that the hydrate surface can be far more dynamic than previously proposed.

Given the strong relationship between bubble hydrodynamics and gas exchange [Clift et al., 1978], hydrate
morphology dynamics likely plays a critical role in gas exchange and dissolution rates [Rehder et al., 2009].
Thus, current models that propose a binary state of either complete or zero hydrate coverage are overly
simplistic. Improved models should link gas exchange to relationships describing hydrate coverage and
thickness as functions of bubble hydrodynamics and thermodynamics (Figure 2). Such models should allow
not only slow hydrate dissociation with bubble rise but also free gas to escape through cracks, gaps, and
larger open areas on a bubble. The limited hydrate coverage and dissolution rate data obtained from the
experiment reported here indicate that an inverse linear relationship exists between hydrate coverage and
dissolution rate (see Text01 in the supporting information file for more details and figures); however, this
observation is preliminary pending additional experiments to study this relationship.

These different mechanisms imply distinct solubility and diffusivity dependencies. The greater surface
mobility in the upper hemisphere due to a larger hydrate-free bubble surface would increase gas exchange
to the bubble boundary layer (see Figure 2), which would be controlled by nonhydrate gas kinetics.
Furthermore, this could decrease hydrate instability—as observed (e.g., Figure SI-F13 in the supporting
information)—possibly leading to thicker hydrate plates on the bubble’s downstream hemisphere.

In bubble plumes, increased bubble dissolution can decrease dissolution of trailing bubbles through enhanced
plume concentrations of dissolved gas, further increasing hydrate stability on trailing bubbles, with the
significance depending on bubble plume characteristics and oceanic conditions—e.g., depth and temperature
[Leifer et al., 2000; Leifer, 2010]. The combined effect of thicker, more stable hydrate on the downstream side of
individual bubbles and the decrease in dissolution rate of plumes is a plume synergistic feedback that enhances
vertical gas transport in the ocean and couples with other plume processes, such as upwelling flow that were
identified as transporting methane from the HSF to the upper ocean and even atmosphere [Solomon et al.,
2009]. However, other factors, such as ambient water entrainment [Anderson et al. 2012] or detrainment of
plumewater by currents and other plume processes [Socolofsky and Adams, 2002], may reduce plumemethane
concentration. This suggests the need for modeling experiments not only to determine potential impacts but
also to guide future in situ observations and larger-scale laboratory experiments.

The temporal progression of the controlling structural mechanisms documented in this study should provide
a starting point for the development of new hypotheses for advancing hydrate research. These hypotheses
should have testable signatures in terms of underlying controlling factors (Schmidt number dependency,
solubility dependency, etc.) of bubble gas exchange and hydrodynamics. Validating and characterizing these
mechanisms is key to extending the highly limited field observations globally to the world’s oceans to assess
the magnitude of their impact on atmospheric greenhouse gas budgets, particularly for Arctic Oceans.
Furthermore, such efforts will improve predicted hydrocarbon transport from subsea blowouts and
eruptions. Finally, extraterrestrial applications can be envisioned, e.g., hydrate-related phenomena on Titan
and Enceladus [Prieto-Ballesteros et al., 2005; Shin et al., 2012].
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